LECTURE 21 DIFFERENTIABLE MANIFOLDS 10/10/2011

Last Time.  We defined the Grassmann (exterior) algebra A"V on a finite dimensional vector space V as
an (associative) algebra (with unit) with an injective linear map ¢ : V — A*V and the universal property
that for any associative algebra A and any linear map j : V — A such that j(v)-j(w) = 0, there exists a
unique map of algebras j : A*V — A such that the following diagram commutes:

NV T W
I
v
Remark 21.1. If A is an algebra, V C A a subspace, and for all v € V v? = 0, then for all v,w € V:
0=@w+w)?=vv+vw+wy+ww=vw+wov

and therefore w-v = —v-w for all v,w € V.

Proposition 21.2 (6.20 in online notes). If the Grassmann algebra i : V. — NV exists, then it is unique
up to a (unique) isomorphism.

Proof. Similar to the respective proof for tensors. O

Remark 21.3.
(1) If A is an associative algebra, then a two-sided ideal I C A is a linear subalgebra such that for all
a,be Aand all x € I, both ax € I and zb € I.
(2) If I C A is an ideal, then A/I is an algebra and 7 : A — A/I, a— a + I is a map of algebras.
(3) For any subset S C A there exists a smallest ideal (S) containing S. Concretely

<S> = {Zaisibi ‘ ai,b; € A, s; € S}
Proposition 21.4 (6.21 in online notes). The exterior algebra i : V «— AV exists.

Proof. Let A=T(V)=R®V®V®@--- and let I = ({v®@v | v e V}), the two-sided ideal in T (V)
generated by squares of vectors. Note that I = @, (I N V®™). Moreover, I NV®® =0 and INV®! =0 (by
degree count: the squares v®v have degree 2, so any element of I has degree 2 or bigger). Let A*V = T (V)/I.
Then R®V = V@ @ V& — T(V) - A*V is injective. Also, AV= ",

Ext[n]V with AV < VO /(I N VE™). Consequently AV ~ R and A'V ~ V. So set i : V — A*V to be the
isomorphism V - AV,

We need to check that the constructed map 7 : V < A*V has the desired universal property. To this end
suppose that we have a linear map j : V' — A, where A is some associative algebra, with j(v)-j(v) = 0 for all
v € V. Then for each n > 1 we have amap V x ---xV — A, which is given by (v1,...,v,) — j(v1) - j(vn).
This map is n-linear. Therefore (for each n) we get a linear map (™ : V" — A with j(™ (v, @ ---@v,) =
j(v1)---j(v,). Putting the maps ™) together we get one map of algebras j : 7 (V) — A. Since j(v)-j(v) =0
for all v € V®! it follows that j(v ® v) = 0 for all v € V®L. This implies that ﬂ({v@v | wevyy = 0. Hence J
descends to j : AV =T (V) /I — A with j(v) = j(v) for all v € A'V. O

Notation. The product in A*V is denoted by A. So m(v1 ® - ®vy) = v1 A+ Av,. By construction vAv =0
forallv e V. Hence wAv=—vAw for all v,w € V.

Remark 21.5. If {v1,...,v,} is a basis of V then {v;, ® - - @ vy, }(5,-i0)e{1,....n}+ IS @ basis of V@ Then
{viy A Ay, Yy i) e {1, n )k geneTates AV, Because A is alternating we may assume i; < --- < i and the
resulting smaller set {v;, A+ Av;, }iy<...<iy still generates A*V. Furthermore, if & > n then some i;’s in the
indexing k-tuple must repeat. Consequently A*V = 0. By counting we can also see that dimp AV < (7). We
would like to show that {v;, A---Av;, }i, <...<i, is a basis of A¥V for k > 1. In particular A"V =R vy A+ - -Awy,.

In preparation for the proof that {v;, A---Av;, }i,<...<i,, 18 & basis note that we have k-linear and alternating
maps
<p(k) VX xV— AV, go(k)(vl,...,vk) =V A AUg.
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Proposition 21.6 (6.25 and 6.25.1 in online notes). For any vector spaces V,U and for any alternating
k-linear map f:V x ---xV — U there exists a unique linear map f : N°V — U such that f(vi A---Avy,) =
f(ui,...,v,) (ice. f= fop® ) Hence Hom(A*V,U) = Altk(V, LV U), A Aop®) s an isomorphism.

Proof. Since f is k-linear there exists a unique map f : V% — U such that f(vl ®--Qug) = f(vr,...,0k).
Since f is alternating f| ;nyer) = 0. Hence there exists a unique map f: V¥ /(INV®*) = A*V — U such

that f(vy A== Avg) = fu1 ® - @ vp) = flvr,...,v8). 0
Lemma 21.7 (6.26 in online notes). AM™VV £ 0 hence AM™VV = 1.
Proof. Let n = dim V. We may assume that V' = R"™. Then for det : R™ x R™ — R we have

110 00
0|1 00
det | ] o] =1
00 110
010 01
and so Alt"(R™,...,R™";R) # 0. Hence Hom(A"V,R) # 0 and therefore A"V # 0. O

Corollary 21.8 (6.26.1 in online notes). If {v1,...,v,} is a basis of V', then for any k with 1 < k < n the
set {Vi,, ..., Vi, Yiy<o.cip 05 G basis of AFV.

Proof. Suppose that Zi1<___<ik @iy ooipViy Ao Ay, = 0 for some {a;, i\ biy<oocip, C R Fix 9 < -0 <),
Let jp,; <--- < j) be the complementary set of indices. Then
For A Avy i (i) = (9.0 ,09)

0 0o _
Uil/\"'/\Uik/\vjkﬂ/\"'/\vjn_{0 else

Therefore
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